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I am delighted to provide you with this first report from the Centre for Information Policy Leadership’s project on Artificial Intelligence and Data Protection.

In this report, we attempt to describe in clear, understandable terms: (1) what AI is and how it is being used all around us today; (2) the role that personal data plays in the development, deployment and oversight of AI; and (3) the opportunities and challenges presented by AI to data protection laws and norms.

We intend for this report to provide a level-setting backdrop for the next phase of our project—namely, working with data protection officials, industry leaders and others to identify practical ways of addressing challenges and harnessing the opportunities presented by AI and data protection. Our research to date suggests that those will include identifying best practices that organisations are already employing to ensure not only legal compliance, but also legal and ethical accountability when using personal data with AI. And they will include important ways of interpreting and applying existing data protection laws to protect privacy without unnecessarily stifling adoption of and innovation in AI, as well as considerations for future data protection laws.

We are grateful to CIPL members as well as academic and government experts for their participation in this first document, and we look forward eagerly to collaborating further on the critical effort to identify solutions and practical tools in our forthcoming report.

CIPL is often described as a bridge among diverse constituencies in the pursuit of rational, accountable, effective data protection and the responsible use of data. Never has that been needed more than in the context of AI, which already delivers extraordinary benefits to individuals and society, but precisely because of its power and impact requires even more collaborative efforts to ensure that it is developed and used in ways that respect personal privacy.

At CIPL, we are committed to that task. We eagerly welcome your ideas, your insights, and your partnership in our joint journey towards achieving that goal. For more information visit https://www.informationpolicycentre.com/ or reach out to me at bbellamy@HuntonAK.com.

Bojana Bellamy
President
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I. Executive Summary

Artificial intelligence (AI) has rapidly developed in recent years. Today, AI tools are used widely by both private and public sector organisations around the globe, and governments around the world have expressed a commitment to AI’s continued development. The capabilities of AI now and in the near future create widespread and substantial benefits for individuals, institutions and society.

However, these same technological innovations raise important issues, including questions about how to deliver practical compliance with data protection laws and norms when building and implementing AI technology and on the tension between AI and existing data protection legal requirements. As a result, we have both an opportunity and an obligation to develop principles, best practices and other accountability tools to encourage responsible data management practices, respect and even bolster data protection, and remove unnecessary roadblocks for the future development of these innovative technologies. Clarifying the application of existing data protection law on AI will be essential to ensuring that limited resources are not wasted on protecting data that does not impact individuals’ privacy rights or otherwise create a risk of harm. As repeated government and regulators’ reports have stressed, it cannot be a choice between the already routine benefits of AI and the protection of personal data: we must find practical ways of ensuring both.

This report will introduce artificial intelligence and some of the technologies enabled by it, as well as some of the challenges and tensions between artificial intelligence and existing data protection laws and principles. The challenges to data protection presented by AI are frequently remarked on but are often addressed only at a surface level. There is an urgent need for a more nuanced, detailed understanding of the opportunities and the issues presented by AI and of practical ways of addressing these challenges, in terms of both legal compliance and ethical issues that AI raises.

We will address specific responses and solutions to the tensions between AI and data protection laws in a separate report. These will include: (1) practices that many organisations are already using, considering new tools and accountability measures; (2) opportunities for interpreting and applying existing data protection laws to AI without stifling its development; and (3) considerations for future data protection laws that account for the demands of AI and other new technologies.

“[I]t cannot be a choice between the already routine benefits of AI and the protection of personal data: we must find practical ways of ensuring both”.

II. Introduction to Artificial Intelligence

Significant advances in the analytical capacity of modern computers are increasingly challenging data protection laws and norms. Those advances are often described as “artificial intelligence”, a term that describes the broad goal of empowering "computer systems to perform tasks that normally require human intelligence, such as visual perception, speech recognition, decision-making, and translation between languages". This one term encompasses a wide variety of technological innovations, each of which may present distinct challenges to existing data protection requirements.

Most AI in use today involves computer systems that perform discrete tasks—for example, playing games, recognising images or verifying identity—by identifying patterns in large amounts of data. The mathematical concept of AI dates back to the 1950s but has found real-world applications in recent years due to advances in processing power and the vast amounts of digital data available for analysis. As a result, AI almost always is associated with “big data”. However, recent applications of AI, such as the use of AI to defeat CAPTCHA and Google’s AlphaGo Zero that taught itself to play Go at the championship level, have occurred with minimal training data, indicating that big data may not always be linked with AI.

All of the above examples are “narrow” AI—AI designed to perform one task or set of tasks. Narrow AI is still complicated. As the New York Times noted, even narrow AI tools can be “bafflingly opaque” and “evade understanding because they involve an avalanche of statistical probability”. This is an obvious challenge both for building confidence in new technologies and for compliance with data protection laws.

More challenging are concerns about artificial general intelligence. These are “notional future AI system[s] that exhibit apparently intelligent behaviour at least as advanced as a person across the full range of cognitive tasks”. When a system can behave in such a way that an observer could not distinguish it from that of a human—it is said to pass the so-called “Turing Test”, set out by Alan Turing in 1950. Such a capability across a wide range of tasks has not yet been achieved.
II. Introduction to Artificial Intelligence

The ability of a machine to mimic the human brain has led to developments in the field of “machine learning”, which Stanford University professor Andrew Ng has defined as “the science of getting computers to act without being explicitly programmed”.\textsuperscript{4} Machine learning is a subset of AI that has seen many recent developments.

Collectively, these technologies increasingly describe the reality of modern computing, and nations around the globe, from the United States and Canada to EU member states, Japan, Singapore and Australia, have showcased a commitment to be at the forefront of AI with the announcement of ambitious agendas to promote the development of AI technologies. As the European Commission noted in its recent report, \textit{Artificial Intelligence for Europe}: “Artificial intelligence (AI) is already part of our lives—it is not science fiction. From using a virtual personal assistant to organise our working day, to travelling in a self-driving vehicle, to our phones suggesting songs or restaurants that we might like, AI is a reality”. The report goes on to note the important fact that “[b]eyond making our lives easier, AI is helping us to solve some of the world’s biggest challenges: from treating chronic diseases or reducing fatality rates in traffic accidents to fighting climate change or anticipating cybersecurity threats”.\textsuperscript{5} The commitment to AI is further highlighted by the creation of the EU AI Alliance, a multi-stakeholder forum created to promote discussion of all aspects of AI’s advancement, as well as the AI High Level Expert Group, which is the steering group for the AI Alliance, tasked with drafting ethical guidelines on AI by the end of 2018.\textsuperscript{6}

AI and related technologies are rapidly advancing. “Like the steam engine or electricity in the past, AI is transforming our world, our society and our industry”.\textsuperscript{7} Thus, as the term is used below, AI encompasses narrow AI, which is widely used today and has been used for many years, as well as other digital technologies that are ushering in a future of computers so integrated into daily life that we no longer think of them as computers at all.

“AI encompasses narrow AI, which is widely used today...as well as other digital technologies that are ushering in a future of computers so integrated into daily life that we no longer think of them as computers at all”.

III. Capabilities of Artificial Intelligence

<table>
<thead>
<tr>
<th>Machine Learning</th>
</tr>
</thead>
</table>
| While machine learning and AI are often used interchangeably, **machine learning** is more accurately understood as one method to achieve AI. **Machine learning uses statistical techniques to give computers the ability to “learn”—to progressively improve the machine’s performance by creating new mathematical algorithms—from large volumes of data without being explicitly programmed.** Rather than simply following instructions, as traditional computers do, machine learning makes predictions and recommendations based on patterns detected in training data sets.  

Machine learning is the basis of other tools, some of which are described below, and it is widely used today to perform numerous tasks, including fraud detection, email filtering, detecting cyber threats such as network intruders or malicious insiders, recommending books or movies, or providing other services based on past or anomalous behaviour. Machine learning is the technology behind Cue, Toyota’s robotic basketball player that has perfect accuracy shooting a basketball and outperforms NBA greats.⁸ |

<table>
<thead>
<tr>
<th>Deep Learning</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Deep learning</strong> is a type of machine learning, inspired by the neural networks of the human brain to process successive layers of information and arrive at a conclusion. Deep learning uses multiple layers of artificial neural networks to simulate human decision-making. This technology is at the heart of many AI applications developed today, and enables technologies such as computer vision, text classification, pattern recognition, speech understanding and predictive recommendations. Deep learning has made it possible to have voice recognition technologies throughout our daily lives—in smartphones, digital assistants, AI-powered home security systems and other smart devices. Deep learning in the entertainment industry has enabled Walt Disney to improve significantly image quality in films, as well as improve predictions and understanding of audience reaction to certain scenes.⁹ Often, deep learning uses larger data sets to create larger models and optimally train those models.</td>
</tr>
</tbody>
</table>
### Computer Vision

Deep learning has enabled a rise in the technology known as computer vision, where machines skilled at image recognition, comparison and pattern identification “see” with equal or far greater acuity than human eyes, and then connect what they see based on previously examined training data. Computer vision has created advances in healthcare, national security, assistive care and other various sectors. For example, in healthcare, algorithms today are able to assess the risk of heart disease in patients by analysing blood vessels in a retina scan; detect cancerous tumours by examining CT scans; diagnose pneumonia by examining chest x-rays; and identify adult-onset diabetes by looking for patterns of retina damage.10

Another application of computer vision is helping visually impaired individuals understand images or better perceive their environment by describing them as text, or helping hearing-impaired individuals communicate by translating spoken words to text on a screen.11 Perhaps the most common day-to-day application of computer vision is facial recognition, which is used for accessibility, as well as to unlock smartphones, tag pictures of friends on social media and search images.12 Computer vision has also proven its use in sports, as auto racing uses it to improve driver safety; golf uses it to improve player experiences and analysis; and the International Gymnastics Federation plans to incorporate it in the Tokyo Olympics of 2021 to assist judges.13

### Natural Language Processing

Another form of AI technology, Natural Language Processing (NLP), does exactly as the name suggests—interprets and interacts with real-time dialogue. The goal of NLP, which is often combined with speech recognition technologies, is to interact with individuals through dialogue, either reacting to prompts or providing real-time translation among languages. This technology underpins many customer service transactions, as chatbots are often the first line of service. Microsoft’s AI translator is capable of translating Chinese into English with “accuracy comparable to that of a bilingual person”.14 Facebook is using unsupervised AI for language translation when training data sets are scarce, such as when translating English to Urdu.15 Such translators have numerous applications spanning across sectors, geographical boundaries and cultural barriers. Major news media have relied on NLP-based technologies to generate thousands of news, sports and financial stories over the past two years, including more than 500 reports in the Washington Post about the 2017 elections.16 Additionally, the GRE exams used for admission to graduate study in many disciplines are graded today by NLP systems.17
Robotics

NLP and computer vision are not the only subsets of AI technologies that are driving important advancements in the field, but these two often underpin other applications of AI. For example, robotics combines computer vision, NLP and other technologies to train robots to “interact with the world around it in generalizable and predictable ways, … facilitate manipulation of objects in interactive environments, and … interact with people”. Robots are beginning to assist in healthcare, at-home care for the sick or elderly and other assistive purposes. In surgeries, robotics technology helps surgeons achieve greater precision and accuracy.

While AI is often perceived as systems acting autonomously, as is the case with home robotics or self-driving vehicles, most practical applications of AI augment human intelligence, serving as helpful resources in various professions and automating routine tasks. AI can augment human intelligence by assisting professionals in decision-making, resource management, safety inspection and time management. For example, AI in hospitals is used to suggest diagnoses and treatments to health professionals. In resource allocation, AI is becoming essential for determining truck or airline routes and managing deployment of law enforcement resources. To assist safety inspectors, Intel has developed a technology to help oil rig inspectors by using AI to identify and detect bolt corrosion levels and the potential need for replacement. Finally, because AI has proved both efficient and effective at issue-spotting in legal contracts, it is used to assist lawyers, shortening the length of time it takes to perform a task, freeing up time to spend on other tasks and ideally lowering legal costs.

Scholars have estimated that as many as one in five workers will have an AI acting as a co-worker by 2022. In Technology Vision 2018, Accenture identified the “Internet of Thinking”, where humans and machines work hand in hand, describing it as “bringing a new level of technological sophistication to the world”.21
IV. Public and Private Uses of Artificial Intelligence

The remarkable developments in AI applications have led to considerable use of AI in the public and private sectors. As noted by the AI report of the UK House of Lords, “AI is a tool which is already deeply embedded in our lives.”22 As a computational tool that can enhance many decision-making processes, AI enables subject-matter experts in every sector to deliver improved services and make unprecedented breakthroughs. AI technologies facilitate commercial interactions and personalised services and products, a trend that is highly demanded by consumers and clients. Personalisation occurs in the private sector through travel management, shopper recommendations and targeted advertising, as well as for societal advancements in medical diagnosis and treatment, personalised education and efficient use of resources. The benefits of AI span across a multitude of sectors, including healthcare, marketing, legal services, automotive, human resources, sustainability, agriculture, entertainment, cybersecurity, law enforcement, military and education. Rather than providing an expansive catalogue of the benefits of AI in each of these sectors, this section will provide an overview of changes in some of the major sectors influenced by emerging AI technologies.

A. AI in Health and Medicine.

AI in healthcare is assisting with research and prevention of diseases as well as diagnosis and treatment of patients. Microsoft’s Project Premonition “aims to detect pathogens before they cause outbreaks—by turning mosquitoes into devices that collect data from animals in the environment.”23 Microsoft is developing drones that autonomously find mosquito hotspots; deploying robots to collect them; and using “cloud-scale genomics and machine learning algorithms to search for pathogens”.24 Intel’s Collaborative Cancer Cloud is designed to help researchers discover new biomarkers associated with cancer diagnoses and progression.25 In addition to assisting medical research, AI is increasingly used in applications for the practice of medicine—whether that is helping doctors find the right location to operate during surgical procedures or scanning images for early disease detection.26
B. **AI in Transportation.**

One of the most frequently discussed applications of artificial intelligence is sensor-enabled vehicles. Many modern vehicles include AI technologies that provide assistance when backing up or changing lanes. These tools are found on trains, ships and airplanes as well—almost anything that moves. Wholly autonomous vehicles have also increasingly become a reality, with more than 10 million miles logged on public streets by driverless vehicles designed to react to changing road conditions and traffic patterns. These sensor-enabled vehicles are transforming transportation and promising dramatic changes in private vehicle ownership and use as well as public transportation.

C. **AI in Financial Services.**

Within financial services, AI is used to assess the credit of clients, back-test trading models, analyse market impact of trades, interact with customers through chatbots and for regulatory reporting. In addition, AI is essential for fraud detection and prevention and is being used by financial service organisations and financial technology firms, including banks, credit card companies and other payment service providers, to combat fraud and financial crimes. It is used widely today to identify patterns of normal and unusual behaviours, spot early indicators of fraud, enable faster and more accurate financial decisions and provide financial service professionals with key information meaningfully integrated from a variety of sources. For example, Mastercard acquired Brighterion in 2017 to incorporate its AI technology for fraud prevention. Using this and other technologies, Mastercard has developed algorithms and models using AI to determine the likelihood of whether a transaction is legitimate or fraudulent.

D. **AI in Marketing.**

AI has proven useful in more efficient and effective marketing, helping companies produce targeted ads to consumers most likely to be interested in specific products (and, conversely, not burdening consumers with ads for products for which they have no interest). For example, Nielsen’s Artificial Intelligence Marketing Cloud enables clients to “respond instantly to real-time changes in consumer behavior, resulting in more relevant content and advertising, higher levels of customer engagement and improved ROI”. Popular technology companies such as Amazon, Netflix,
IV. Public and Private Uses of Artificial Intelligence

Spotify and Facebook as well as traditional retailers such as Starbucks and Walmart use AI to tailor consumer advertisements and customer experiences.

E. AI in Agriculture.

Agriculture is another area where AI is widely utilised in raising livestock and monitoring crops. Just as the agricultural sector was an early industrial user of GPS, it is an early adopter of AI, finding numerous applications for AI technology. For example, a team of researchers developed AI algorithms to assist small cattle farmers in low-income communities. “These algorithms identify patterns for each animal. This customized analysis is then visualized on a Power BI dashboard ... [machine learning], based on an expert knowledge base, provides actionable recommendations, which are sent to farmers via their mobile phones”.30 Other recent AI developments in agriculture focus on monitoring, watering and maintaining crops. For example, IBM’s Watson can automatically detect and water small sections of vineyards based on data retrieved via sensors, and this technology is currently being adapted to other crop systems as well.31 Other agricultural uses of AI include predicting the effectiveness of fertilizers as well as predicting the performance of hybrid seeds based on the genomic information and identifiers of parent lines, which may also have the potential to aid biomedical research.

F. AI in Education and Training.

Artificial intelligence in education has the ability to transform and individualize the student experience. From an early age, teaching robotics are available to help children learn interactively. Online tutoring companies are using AI to analyse, review and tailor individual learning experiences based on techniques where each student seems most responsive.32 AI in an intelligent tutoring system is able to use machine learning to adapt and respond to students’ needs in real time. This could be used to provide tutoring sessions to secondary school students, training sessions for military personnel or various on-the-job trainings. AI is also used today to help with grading exams and preventing plagiarism in student papers and published articles. AI can be used to predict needed skills and help to connect graduates’ skills with available job opportunities. For example, Pymetrics, “the Netflix-like recommendation algorithm for jobs”, seeks to match individual candidates to companies and jobs based on inferences drawn from data collected during neuroscience games.33
G. AI in Cybersecurity.

AI is helping organisations to monitor, detect and mitigate cybersecurity threats that increasingly face governments, industry and individuals alike. This is already helping with long-standing cybersecurity issues such as spam filters, malicious file detection and malicious website scanning. Alphabet recently released Chronicle, “a cybersecurity intelligence platform that throws massive amounts of storage, processing power, and advanced analytics at cybersecurity data to accelerate the search and discovery of needles in a rapidly growing haystack”. AI-generated dynamic threat models help predict future attacks. AI facilitates more efficient threat monitoring, detection and response.

H. AI for Public Authorities and Public Services.

The potential benefits for AI applications to deliver more efficient government services and to assist public safety and security are expansive and have been implemented at international, national and local levels. Internationally, AI has been combined with drone footage to combat wildlife poaching and illegal logging in Uganda and Malaysia, and these technologies are expected to expand to other countries after achieving promising results. AI applications assist law enforcement with fraud detection, traffic control, and algorithms to predict recidivism rates and flight risks. Using predictive crime analytics, AI has helped to efficiently deploy law enforcement. AI is helping to identify key people in social networks of Los Angeles, California’s homeless youth population to help mitigate the spread of HIV.

While AI has seen demonstrable and numerous uses to assist public authorities, it also has a substantial capacity to aid in public services such as scientific research or conservation of important monuments. For example, researchers at NASA have partnered with technologists at Intel to develop Automated Crater Detection technology to discover craters, and even water, on the moon. Technologists at Intel are also partnering with the China Foundation for Cultural Heritage Conservation to use drones to build models of deteriorated portions of the Great Wall and use AI to scan these sections to determine the exact number of bricks needed to restore and preserve the Wall.
I. **AI for Data Protection.**

While some scholars have argued that AI poses a threat to data protection, others have posited that AI can offer opportunities to further bolster it. For example, AI can help companies limit or monitor who is looking at an individual’s data and respond in real-time to prevent inappropriate use or theft of data. Companies are developing AI-based privacy tools, such as privacy bots that remember privacy preferences and try to make them consistent across various sites, and privacy policy scanners that attempt to read and simplify privacy policies so that users can better understand them. Polisis, which stands for “privacy policy analysis”, is an AI that uses machine learning to “read a privacy policy it’s never seen before and extract a readable summary, displayed in a graphic flow chart, of what kind of data a service collects, where that data could be sent, and whether a user can opt out of that collection or sharing”.

AI can also be useful in alerting users of suspicious websites, advertisements and other malicious activity. Companies are also using AI to prevent malicious or fake content on their online platforms. For example, Facebook is using AI to monitor and respond to fake accounts and inappropriate content on their online platforms. Finally, AI is enabling companies to develop technologies that are more protective of user privacy. For example, researchers are attempting to develop machine learning techniques that evaluate encrypted data, thereby enhancing user privacy.
V. The Tension with Data Protection

While AI has enormous benefits for society, it also presents a number of challenges, including potential discrimination, antitrust issues or the impact on labor markets. Each of these important issues requires thoughtful attention, but they are beyond the scope of this report because they are the subject of other bodies of law. This report focuses exclusively on the impact that data protection law may have on AI used today and under development for use in the near future. Our next report will address practical steps for industry and regulators to manage those challenges.

A. AI and the Definition of Personal Data

Data protection laws apply when personal data is involved, although the definition of personal data can vary by jurisdiction and by statute. Furthermore, the line between what is “personal” and what is not has been blurred by the correlations and inferences that can be made from aggregated data sets. Today, information that once seemed to be non-personal now has the potential to be personal data, particularly where distinct data elements are joined together. Data users and regulators alike are faced with the difficult task of determining which data should be the subject of regulation.

The EU General Data Protection Regulation (GDPR) defines personal data as:

any information relating to an identified or identifiable natural person (‘data subject’); an identifiable natural person is one who can be identified, directly or indirectly, in particular by reference to an identifier such as a name, an identification number, location data, an online identifier or to one or more factors specific to the physical, physiological, genetic, mental, economic, cultural or social identity of that natural person.43

Other countries also broadly define personal data. For example, under South Korea’s Personal Information Protection Act, personal information means “information pertaining to any living person that makes it possible to identify such individual by their name and resident registration number, image, etc.”, and specifically includes “information which, if not by itself, makes it possible to identify any specific individual if combined with other information”.44

“Understanding and resolving the scope of data protection law and principles in the rapidly changing context of AI is not an easy task, but it is essential to avoid burdening AI with unnecessary regulatory requirements or with uncertainty about whether or not regulatory requirements apply.”
AI, and the variety of data sets on which it often depends, only exacerbates the challenge of determining when data protection laws apply by expanding the capability for linking data or recognising patterns of data that may render non-personal data identifiable. This is not a new discovery. As The Economist wrote in 2015, “the ability to compare databases threatens to make a mockery of [data] protections”. Simply stated, the more data available, the harder it is to de-identify it effectively.

AI expands on the ability in some settings to make non-personal data identifiable in two ways. First, it broadens the types of and demand for collected data, for example, from the sensors in cell phones, cars and other devices. Second, it provides increasingly advanced computational capabilities to work with collected data. Facial features, gate, fingerprint and other forms of biometric recognition technologies provide an apt example: this expanded data set of discrete, nearly meaningless data points provides greater opportunities for the data to be combined in a way to reliably identify individuals.

Further complexity exists because personal data may be gathered even though identification of a specific individual may not be necessary for AI to take action and make a decision. For example, the sensors in vehicles might be capable of collecting enough data about pedestrians to identify them, but identification would not be necessary to avoid hitting them. The AI only needs to determine that the object is a pedestrian; any data collected is not meant to identify a specific individual. To provide a second example, to train AI to predict the probability of heart attacks occurring in women over 50, personal health data is needed, but the identification of specific individuals is not required for the AI model’s analysis.

Finally, while data protection laws attempt to protect sensitive data and similar variables, technologists would argue that algorithms need to include such data in the analysis to ensure accurate and fair results. Moreover, such data may prove useful for human intervention to review and mitigate discrimination or bias.

“While data protection laws attempt to protect sensitive data and similar variables, technologists would argue that algorithms need to include such data in the analysis to ensure accurate and fair results. Moreover, such data may prove useful for human intervention to review and mitigate discrimination or bias”.
Understanding and resolving the scope of data protection law and principles in the rapidly changing context of AI is not an easy task, but it is essential to avoid burdening AI with unnecessary regulatory requirements or with uncertainty about whether or not regulatory requirements apply. As Singapore’s Personal Data Protection Commission wrote in its recent discussion paper on AI: “Governance frameworks around AI should be technology-neutral and ‘light-touch’”, and should provide “regulatory clarity [for] developing AI technologies and translating them into AI solutions”.\textsuperscript{46} Clarifying the application of data protection law is also critical to ensuring that scarce resources are not wasted on protecting data that does not impact individuals’ privacy rights or otherwise create a risk of harm to them.

B. Data Protection Principles and Requirements

Most data protection laws reflect long-established principles. The OECD Guidelines on the Protection of Privacy and Transborder Flows of Personal Data, adopted in 1980, articulate eight basic principles of data protection: collection limitation, data quality, purpose specification, use limitation, security safeguards, openness, individual participation and accountability.\textsuperscript{47} Most national data protection laws around the world include requirements based on these principles. AI is in tension with most of these data protection principles.

Collection Limitation, Purpose Specification and Use Limitation.

Most data protection laws require that there be a lawful basis for both collecting and processing data. Under the GDPR, for example, the lawful bases for processing personal data are consent, contractual performance, legal obligation, vital interests, public interests or legitimate interest.\textsuperscript{48} It is unclear what level of detail data protection authorities will require for organisations to demonstrate that they have met a lawful basis for processing. All of these depend on an organisation knowing why the data is collected and how it will be used.

Full knowledge and articulation of purposes for processing is also required by the purpose specification and use limitation principles, which respectively provide that personal data should be collected for specified purposes and then used only for those purposes or for purposes that are compatible with the original purposes.

The challenge, as well as the opportunity, is how to comply with these requirements in the context of AI when training data may potentially yield unforeseen and sometimes unpredictable results, by advanced algorithms that are not always directed by or initially understood by their programmers and may increasingly be created only by computers. Advancements in AI challenge the collection limitation, purpose specification and use limitation principles, but may be further advanced through the reasonable application of these principles.
Moreover, the volume and variety of data typically involved in the development and deployment of AI are enormous. AI technology can use vast amounts of diverse data to improve itself and its interaction with humans. As the Norwegian Data Protection Authority explained: “Most applications of artificial intelligence require huge volumes of data in order to learn and make intelligent decisions”. In fact, rather than sample data, AI often works by, in the words of the United Kingdom Information Commissioner, “collecting and analysing all of the data that is available”. Providing the necessary volume and variety of data typically requires using data from different sources, where data may have been collected for a different purpose. Denying access to some or all of that data, whether for data protection or other reasons and whether by substantive limits or transactional burdens, necessarily weakens AI and may introduce some unintended bias, because, as articulated by the Norwegian Data Protection Authority, “AI learns from all the data it sees”. If AI systems are trained on a limited dataset, representative of only a small segment of the population, these systems will propagate a biased and narrow point of view.

The potential challenge created by a rigid interpretation of these principles is exacerbated by the fact that the collection limitation, purpose specification and use limitation principles undergird most other elements of modern data protection laws. These principles are the foundation of many other legal requirements, such as the need to be transparent and provide privacy notice to individuals, or the need to obtain informed consent for certain data processing. For example, the GDPR provides that consent “should be given by a clear affirmative act establishing a freely given, specific, informed and unambiguous indication of the data subject’s agreement to the processing of personal data relating to him or her”. How can consent be “specific, informed and unambiguous” if an organisation may not be fully aware of how the collected data will be used, or of all subsequent purposes of processing at the time of collection? Moreover, how can it be established by a “clear affirmative act” given the volume of data and the number of transactions involved on a daily basis?

Finally, the possible transactional burden imposed by many modern data protection regulations (for example, returning to the individual to obtain new consent for an originally unanticipated use) may slow or block beneficial uses of AI. This is true of both the development and the deployment of AI. AI works at a scale and speed far greater than envisioned by the drafters of many data protection laws. Therefore, the increasing challenge is not just how to fit these modern technologies into regulatory frameworks designed for a different world, but how to do so at a speed and scale necessary to serve the public interest.

“Providing the necessary volume and variety of data typically requires using data from different sources, where data may have been collected for a different purpose. Denying access to some or all of that data, whether for data protection or other reasons and whether by substantive limits or transactional burdens, necessarily weakens AI and may introduce some unintended bias.”
Data Minimisation.

Implicit in the OECD Guidelines, and made explicit in the GDPR and other modern data protection laws, is another widely shared principle: data minimisation. “Personal data must be adequate, relevant and limited to what is necessary in relation to the purposes for which those data are processed”.53 Indeed, as the Norwegian Data Protection Authority noted in its report on Artificial Intelligence and Privacy: “a controller cannot use more personal data than is necessary, and that the information selected must be relevant to the purpose”.54 However, with data seen as the “basic building block of the digital economy”,55 the concept of data minimisation—that companies should keep data for as little time as possible, use only the amount and type of data necessary for the model, and only for its specified use—can be seen as counterproductive to developing AI technologies. It is difficult to know in advance “what is necessary” in a world of “surprising correlations” and computer-generated discoveries. The challenges of defining a purpose for processing and only keeping data for that purpose are exacerbated because “it is not possible to predict what the algorithm will learn”, and the “purpose may also be changed as the machine learns and develops”.56

If interpreted narrowly, data minimisation, as well as limits on data retention as discussed below, can interfere with effective assessment and oversight of AI. If you restrict access to features such as race and gender, it becomes much more difficult (perhaps impossible) to determine if the AI model is biased on those dimensions. If the model is ultimately determined to be biased, it is more difficult to repair the model if the engineers do not have access to the withheld features. One might think that not allowing access to those features would prevent bias from happening in the first place, but that is not true: usually, there are other features in the data that are being used that correlate one way or another with protected variables like race or gender, and the model will learn to be biased using these correlated features. The bias will now be buried in a sea of unknown correlation, and as a result, will be difficult to detect and repair. Researchers developing facial recognition software have discovered that access to more personal data about people from a wider variety of backgrounds, races and ethnicities improves the accuracy of facial recognition, reduces systemic bias and enhances their ability to demonstrate these to regulators.57 These are basic demands of AI services. Therefore, it will be necessary to apply this principle in more flexible and nuanced ways when considering new technologies and their applications.
V. The Tension with Data Protection

RetentionPolicy.

To protect personal data and promote data quality, many data protection frameworks and regulations provide for storage limitation requirements. For example, the GDPR requires that personal data shall be “kept … for no longer than is necessary for the purposes for which the personal data are processed”, though personal data may be stored longer if it “will be processed solely for archiving purposes in the public interest, scientific or historical research purposes or statistical purposes”.58 This limitation is related to the data quality principle, as the French CNIL noted, because “data that is quite simply out of date will lead to errors or malfunctions of varying gravity depending on the sector in question, from the mere dispatch of targeted advertising that does not match my actual profile, to an incorrect medical diagnosis”.59 And it implicates also rights of individuals, such as the “right to be forgotten”,60 which has found both judicial and regulatory support in Europe and elsewhere, and the right to restriction of processing.61

The underlying tension is that setting short retention periods and deleting or restricting the use of data after its original purpose has been fulfilled or upon request by an individual would strip organisations and society of the potential benefits of using that data for AI training, deployment and oversight…[y]et, keeping data for longer periods or indefinitely may violate current data protection laws in the eyes of regulators.

Transparency.

The openness and individual participation principles require that data processing be transparent and that individuals are informed about uses of their personal data. The GDPR demands that controllers describe their data processing in greater detail and with concise, intelligible and easily accessible information. The law specifically requires processing to be transparent and further requires organisations to provide individuals the specifics of data processing, including the logic behind any automated decision-making that has legal effect or a similarly significant impact on individuals.62 These can be difficult requirements to meet with respect to decisions made by complex AI algorithms, which are often unanticipated.

Data protection principles of transparency and openness are challenged in AI by what many refer to as the “black box” problem. This phenomenon occurs where, as described by the Norwegian Data Protection Authority, the “advanced technology employed is difficult to understand and explain”, and where the neural networks—or successive layers within the technology—make it “practically impossible to explain how information is correlated and weighted in a specific process”.63 This is particularly concerning due to a fear of algorithmic bias. As the AI Forum of New Zealand explained, “AI systems are fed training data by their creators. If this data contains bias, then clearly the system will learn the same bias”.64 Inside a “black box”, detecting and understanding the presence of bias is more difficult.

“The underlying tension is that setting short retention periods and deleting or restricting the use of data after its original purpose has been fulfilled or upon request by an individual would strip organisations and society of the potential benefits of using that data for AI training, deployment and oversight…[y]et, keeping data for longer periods or indefinitely may violate current data protection laws in the eyes of regulators”.
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“Data protection principles of transparency and openness are challenged in AI by what many refer to as the ‘black box’ problem.”

Providing transparency in light of the “black box” phenomenon has been one of the major topics of AI discussed by policymakers, academics and researchers. As Georgetown professor Paul Ohm has stressed, when a program “thrives on surprising correlations and produces inferences and predictions that defy human understanding ... [h]ow can you provide notice about the unpredictable and unexplainable?” Moreover, the opacity often found in AI models has led many countries to reaffirm a need for transparency in data protection regimes. The French Commission Nationale de l’Informatique et des Libertés (CNIL) recently articulated a “principle of continued attention and vigilance”, noting that this principle could “offset the phenomenon of excessive trust and weakened accountability which can arise in front of ‘black box’ algorithms”. Technology companies are also working on ways to develop explainable AI, which would also enhance the transparency principle.

“AI technology, like any data-driven technology, can be hindered by inaccurate, incomplete or non-representative data sets, so by making decisions in a “black box”, accuracy and fairness become a substantial concern.”

Data Quality, Access and Correction.

Another consideration with AI and decision-making is data quality and the need for individuals to be able to identify and correct their data. AI technology, like any data-driven technology, can be hindered by inaccurate, incomplete or non-representative data sets, so by making decisions in a “black box”, accuracy and fairness become a substantial concern. As Singapore’s Personal Data Protection Commission recently explained in a discussion paper on AI, data accountability and accuracy are impacted by “the completeness of the data required, how recently the data was collected and updated, whether the data is structured in a machine-understandable form, and the source of the data”. In its Technology Vision 2018, Accenture identifies the trend of “Data Veracity”, explaining that “the potential harm from bad data can become an enterprise level existential threat”.

When decisions are made using AI, it can be challenging to contest given the complexity of an algorithm—even if some of the data points used to make the decision were incorrect. There is, however, incentive for both AI developers and privacy advocates to address this challenge. AI developers would like to have the most accurate data possible to promote trustworthiness in outcomes. Individuals would like to ensure that the algorithm will not produce a negative outcome based on incorrect, incomplete or insufficient data.
C. Automated Decision-Making and Profiling

The GDPR is distinctive among most data protection laws in that it specifically addresses profiling and automated decision-making and imposes special restrictions on certain forms of solely automated decision-making under Article 22.

Profiling is defined as “any form of automated processing of personal data consisting of the use of personal data to evaluate certain personal aspects relating to a natural person, in particular to analyse or predict aspects concerning that natural person’s performance at work, economic situation, health, personal preferences, interests, reliability, behaviour, location or movements”⁶⁹ All of the GDPR requirements apply to profiling, as they would to any other form of processing. Article 21 of the GDPR, however, specifically mentions profiling with regard to the right to object.

Similarly, all of the GDPR requirements apply to automated decision-making, though special rules exist for solely automated decision-making. Article 22 provides that an individual has the “right not to be subject to a decision based solely on automated processing, including profiling, which produces legal effects concerning him or her or similarly significantly affects him or her”.⁷⁰ Article 22 reflects the risk-based approach of the GDPR and subjects these significant legal or similar decisions to a higher compliance bar. This is driven by a concern for algorithmic bias; a worry of incorrect or unsubstantiated solely automated decisions based on inaccurate or incomplete data; and the need for individuals to have redress and the ability to contest a decision if an algorithm is incorrect or unfair. There is a concern that AI technology can reinforce or reflect human biases when making decisions.⁷¹

The Article 29 Working Party has provided Guidelines on Automated Decision-Making⁷² that interpret Article 22 as a direct prohibition on such automated decision-making absent the existence of one of three exceptions provided by Article 22(2). This interpretation further limits the number of legal bases that can be used for automated decision-making and notably prevents the use of legitimate interest as a basis for processing when making such automated decisions.

Article 22 of the GDPR also gives rights to individuals to contest the decision and seek human intervention and review.⁷³ Although one attribute of AI in many settings is the ability to act without human intervention, Article 22 exists to address a concern that handing over full decision-making authority to a machine where its decisional output can produce legal or similarly significant consequences for an individual is potentially harmful and dangerous. Article 22 acts to limit such consequences by providing individuals with the right not to be subject to such automated decision-making and with recourse to human intervention under Article 22(3).

However, it is crucial to understand what constitutes a “legal or similarly significant effect” to prevent stifling of AI innovation and operation. The WP29 guidelines reflect this understanding by noting that “only serious impactful effects will be covered by Article 22”.⁷⁴

“Article 22 of the GDPR is driven by a concern for algorithmic bias; a worry of incorrect or unsubstantiated solely automated decisions based on inaccurate or incomplete data; and the need for individuals to have redress and the ability to contest a decision if an algorithm is incorrect or unfair”.

⁶⁹ GDPR, Article 22.
⁷⁰ GDPR, Article 22.
⁷¹ See, for example, Facebook v. Nessel, 2019 WI App 26, 2019 WL 5537315 (2019).
⁷³ GDPR, Article 22(3).
⁷⁴ Ibid.
Furthermore, the WP29 Guidelines highlight how difficult it may be to avoid the tension between AI and automated decision-making. For example, the Guidelines provide that “[c]ontrollers seeking to rely upon consent as a basis for profiling will need to show that data subjects understand exactly what they are consenting to, and remember that consent is not always an appropriate basis for the processing”.

Therefore, consent may not be an acceptable basis, and in cases when it could be, organisations will have to overcome the challenges already noted with providing sufficient information about AI.

Finally, in its guidelines, the WP29 notes that “[w]hile there can be advantages to retaining data in the case of profiling, since there will be more data for the algorithm to learn from, controllers must comply with the data minimisation principle when they collect personal data and ensure that they retain those personal data for no longer than is necessary for and proportionate to the purposes for which the personal data are processed”. The inherent challenge is determining when the purpose ends in relation to an AI application. Storing data indefinitely within a profile is inherent to many applications, and one can argue that it is ultimately more advantageous to individuals in the sense that the more data that is taken into account by a profiling algorithm or automated decision-making process, the more accurate the result will be.
VI. Observations

This First Report has highlighted the capabilities and benefits of AI as well as some of the tensions and challenges presented by the interaction between AI and data protection law. From this discussion, six general observations emerge.

1. **Not all AI is the same.**

   As we have seen, the term AI is applied to myriad technologies and applications, designed to be used in diverse settings with widely varying consequences. While a computer playing chess has a finite (although large) number of moves to learn, a computer aiding in surgery could use an infinite amount of training data to perform optimally. Additionally, if an algorithm playing chess makes a mistake, the harm is trivial compared to the substantial harm that could result from AI producing an unexpected result during surgery. While it is possible to make high-level observations about AI generally, when it comes to applying laws and ethical principles, specificity about technologies, applications, contexts and consequences does matter.

2. **AI is widely used in society today and is of significant economic and societal value.**

   AI is not a new or futuristic concept; it is prevalent today and something individuals interact with constantly in mobile devices, vehicles, homes and businesses. Governments and companies around the world are rapidly investing in AI because of the reality of its substantial benefits in health, commerce, trade, public safety and other areas. This does not mean that AI does not present important issues that must be addressed, but rather that now is the time to consider practical data protection compliance. Equally, it would be counterproductive to impose unnecessary barriers to its development or to the vast amounts of data on which it depends.
3. **AI requires substantial amounts of data to perform optimally.**

Data is the oxygen of AI. AI requires data to train algorithms and increase accuracy and overall functionality. With few exceptions, more data is better than less, and there is almost never enough. This is necessary not only for AI to achieve its full potential, but also, as we have seen and is described further below, to guard against bias or error and to prevent monopolization of critical AI. As Oxford University Professor Viktor Mayer-Schönberger recently noted in *Foreign Affairs*, even large companies are in need of more data to develop and deploy AI, as “the quality of [AI applications] would deteriorate absent sufficient data, leading to inefficient transactions and reduced consumer welfare.” This is especially true if AI is to serve the needs of small but vital subsets of the population.

4. **AI requires data to identify and guard against bias.**

AI, like the humans who develop it, is not free from bias or error. However, it has the potential to avoid many of the irrational biases that infect human decision-making and to make detecting bias and errors easier and more reliable. However, as we have seen, to do this AI requires access to extensive data, especially including sensitive or protected data. Data on race, ethnicity, gender and other sensitive attributes may assist in the detection and remedy of bias or discrimination in AI (and other) models. Denying access to or preventing retention of such data will only make it harder to detect and remedy bias while also denying all segments of society the full potential of AI’s benefits. At the same time, it is important to carefully control the availability and use of such data to ensure that it is not used to facilitate discrimination.

5. **The role of human oversight of AI is likely to and will need to change for AI to deliver the greatest benefit to humankind.**

Society must make intelligent, well-informed and thoughtful decisions about the role of AI, but as the speed, accuracy and impact of AI increases, the role of human oversight will need to change. Although many current applications of AI are designed to augment human intelligence, in the face of autonomous, rapid AI, human intervention may be not only unnecessary but counterproductive. Human decision-making is sometimes unexplainable or irrational. We should aspire for AI to operate more efficiently and accurately
than humans, and to make less biased, more rational and reliable decisions. Individuals may not always understand how specific AI works, but they can assure that it is developed according to legal and ethical principles. Humans are essential to evaluating its results and providing redress in the case of incorrect or unfair decisions.

6. **AI challenges some requirements of data protection law.**

Companies can and must strive to comply with data protection law as it currently exists. Given the distinctive characteristics of AI, this will require forward-thinking practices by companies and reasonable interpretation of existing laws by regulators if individuals are to be protected effectively and society is to enjoy the benefits of advanced AI tools. In addition, as new data protection laws are adopted, there will also be an opportunity to consider whether there are more effective approaches to protecting privacy in the context of AI and other new technologies. Many technological advances—the proliferation of mobile devices, the growth of IOT, the advent of big data—have already posed challenges to parts of the OECD Guidelines and the laws based on them. AI is likely to exacerbate those challenges, but it also creates opportunities for including more creative approaches in new laws to ensure that the public enjoys the benefits of advanced technologies while also having confidence that individual privacy is assured.

In CIPL’s Second Report on Delivering Sustainable AI Accountability in Practice, we will address some of the critical tools that companies and organisations are starting to develop and implement to promote accountability for their use of AI within existing legal and ethical frameworks, as well as reasonable interpretations of existing principles and laws that regulators can employ to achieve efficient, effective privacy protection in the AI context. Finally, it will discuss considerations for the development of future data protection laws that account for the development of AI and other innovative technologies.

If you would like to discuss this First Report or require additional information, please contact Bojana Bellamy, bbellamy@HuntonAK.com; Markus Heyder, mheyder@HuntonAK.com; Nathalie Laneret, nlaneret@HuntonAK.com; or Sam Grogan, sgrogan@HuntonAK.com.
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